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Google-Landmarks Dataset Experiments

# landmarks 
(scenes)

# query 
images

# database 
images

query 
distractors

Google-Landmarks 12,894 100,000 1,060,709 ○
Oxford5k [Philbin et al.,CVPR’07] 16 55 5,062 ×

Paris6k [Philbin et al.,CVPR’08] 11 55 6,412 ×

Holidays [Jegou et al., ECCV’08] 500 500 1,491 ×
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❏ Diversity of Landmarks / Images

❏ Dataset Benchmark

❏ Challenges:
● Query with no correct match
● Large / diverse set of landmarks
● Large variations: clutter, occlusion, 

partially out-of-view object

❏ Construction
● Mined from GPS-tagged photos 

from the web [Zheng et al., 
CVPR’09]

 DELF Pipeline ❏ DELF Learning

○ Drop-in replacement of existing local 
features

✓ Keypoint Selection
● Top-k highest attention score

Two-stage training:
(1) Descriptor: Fine-tuning CNN 
based on classification loss
(2) Attention: Implicit learning by 
attention-weighted average pooling

✓ Attention Network
● 2-layer CNN
● Softplus activation

○ CONGAS [Neven et al., 2008]: 
40D hand-engineered local 
feature similar to SIFT

○ DIR [Gordo et al., ECCV’16]: 
2,048D global descriptor / SOTA 
on existing datasets

○ siaMAC [Radenovic et al., 
ECCV’16]: 512D global 
descriptor / VGG 16 feature

○ LIFT [Yi et al., ECCV’16]: 128D 
feature based descriptor / joint 
detector and descriptor training

Benchmarked Techniques

○ FT: Landmark fine-tuned features
○ noFT: ImageNet pre-trained features
○ ATT: Attention keypoint selection

DELF Variants

✓ DELF vs DIR
● DELF: handles variations 

better (e.g. scale variations)
● DIR: confuses objects with 

semantic similarity

✓ DELF vs CONGAS
● DELF has higher recall

● DIR + DELF improves 
performance significantly

● Complementary information 
from DELF / DIR

✓ Feature Extraction
● Fully-convolutional network
● Image pyramid: multi-scale

✓ DELF Descriptors

 Image Retrieval with DELF

Query Image

D
ELF Pipeline

❏ Attention-based
Keypoint Selection
● Semantic keypoint 

selection based on 
high-level features

● Focus on discriminative 
features

❏ Attention Visualization
Image L2 pre-trained L2 fine-tuned Attention

● Weak Supervision 
supervisionSemantic 
keypoint selection based 
on high-level features

● Focus on discriminative 
features

● Weak Supervision
‐ Image-level annotation from landmarks 

dataset [Babenko et al., ECCV’14]
‐ Attention-weighted average pooling

Attention learningDescriptor learning

Local features

Attention score

Weighted 
average pool

❏ Google-Landmarks

✓ Feature Correspondence
● CONGAS fails on 

following examples:

Query QueryRetrieved Retrieved

○ DELF handles variations of objects better (e.g. 
scale variations)

○ DIR tends to confuse between semantically similar 
but different instances

○ DELF often find matches from discriminative 
patterns that are similar across different landmarks

❏ Results on Existing Datasets
Query DELF DIR

Image geolocation distribution Sample query images Sample database images

❏ Challenges -> Contributions
1) Challenge: Clutter, occlusion, queries with no database match 
(you already mention these)
Contribution: Deep local feature retrieval with geometric verification
2) Challenge: Local features are usually based on low-level image 
characteristics
Contribution: Attention layer to select semantic and discriminative 
features
3) Challenge: Local feature training requires patch-level annotations
Contribution: Weakly-supervised deep local feature learning
"New Large-Scale Dataset"

Challenges Our Contribution
Clutter, occlusion

● Image clutter
● Partial occlusion
● Multiple landmarks
● Queries with no match

➢ Deep local feature 
retrieval with 
geometric verification

● Local features lack 
semantic information

➢ High-level attention based 
keypoint selection

● Patch-level annotations 
are expensive

➢ Weakly-supervised 
feature learning

● Existing dataset 
are small/medium ➢ New large-scale dataset

Challenges Contributions
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Retrieved
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❖ Dataset to be released with Landmark Recognition Challenge

✓ Ablation Study
● Attention helps more than 

fine-tuning

Query Retrieved Query Retrieved Query Retrieved

github.com/tensorflow/models/tree/master/research/delf


