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ABSTRACT

A system to detect logos in the high-motion setting of a
sports video is presented, which allows for automated adver-
tisement efficiency verification. We first incorporate a basic
feature-matching algorithm using SIFT, nearest-neighbor
matching and RANSAC. The main contribution of this work
is the capitalization of the temporal redundancy, inherent in
videos, by employing a second-pass to propagate features
from adjacent frames. The match is performed, in this case,
with a more adequate logo to the particular point in the video.
Results show that the second-pass improves performance in
the detection by capturing on average 20% of the missing
frames that result from the first pass.

1. INTRODUCTION

Within the past decade logo detection for sports videos has
become an area of increasing interest. The marketing industry
invests a large sum of money to place advertisements on bill-
boards, fields, and other items in sporting events. Therefore,
feedback on how frequently the logo is actually displayed
within the video is valuable.

Consisting of a wide combination of text and shapes, logo
detection poses a challenging problem for image processing
researchers. Initial studies focused on applications with text
documents [1]. Invariants are used to describe the image
and affine transformations to refine the match. While this ap-
proach is useful, the assumption that the image will appear in
a clean, unobstructed setting is not valid in practical settings.
For the application of detection in sport video, analysis is per-
formed on individual frames [5, 7, 8, 9]. Authors [9] use
a template matching approach on video stills from a soccer
game. After determining an area of high contrast, a straight
line is processed horizontally across the logo and this is used
as that logo’s profile for later matching tasks. This method is
useful for text-only, clear-shot logos and would not be able to
overcome the frequent occlusion and blurriness that is charac-
teristic of a high-motion sports video. In the majority of other
works, key-points are first found using the Scale-Invariant
Feature Transform (SIFT) [3] on both the frame and a clean
version of the logo. A bi-directional matching method is pro-
posed to find a more robust match of features [7]. Matches

from the database logo and from the video are looked at to en-
sure that these matches appear in consistent locations within
the logo. Random Sample Consensus (RANSAC) [4] is then
used to further eliminate outlying features. In one study [8],
preprocessing on the video still is first done to estimate the
quality of a frame before continuing to extract and compare
SIFT features.

Although much of the previous research has sought to de-
termine the presence of logos in videos, few have actually
taken advantage of the temporal redundancy that is inherent
in videos. Aside from sporting events, another recent appli-
cation is for logo detection with hand-held devices to identify
the logo and then link the user to deals and information about
that company or product [6]. The logo is first identified using
the basic SIFT feature extraction and matching, and then con-
tinues to track the item using the colors present. This method,
while efficient, is not equipped to handle the frequent lighting
and perspective changes of a sports video. In a more related
work [10], temporal redundancy is used by looking for a logo
in frames spaced 10 apart. If a logo is identified in these two
frames, it is assumed that those in between also contain the
logo. This is useful for shots where the logo is clearly present
on a billboard, but would likely result in a number of misses
if the majority of the frames were not to contain a clear shot.

The research to date on logo detection in sports videos of-
ten relies on clear views of the logo where the type of sport-
ing event is known. However, this is often not the case. The
camera is focused on the players and the game, so logos ap-
pear in the background, often blurred or occluded. We have
explored a system to detect logos in a high-motion sporting
event where the majority of frames contain such non-ideal
conditions. There are two main steps to the system. We re-
fer to the first pass as the “Basic Algorithm”, which uses a
similar frame-by-frame technique to previous work [7].The
second step is referred to as the “Extended Algorithm”. Here,
the temporal redundancy of video is used to replace the fea-
tures from the clean logo with that from the adjacent frames
to achieve a better match. In this paper, we first explain the
approach in further details, in section 2. The experimental
setup to test the system will then be presented in section 3,
together with the results.



Fig. 1. Block diagram of the Basic Algorithm

2. OVERVIEW OF THE SYSTEM

As previously mentioned, the developed system consists of
two core parts: “Basic Algorithm” and “Extended Algo-
rithm”. The former refers to the well-known image retrieval
pipeline using SIFT, and the latter concerns an extension that
utilizes the redundant temporal information, inherent to a
video source, to improve the performance. We will describe
both these stages in the following subsections.

2.1. Basic Algorithm

This stage basically matches each frame to the original logo
separately, as illustrated in Figure 1, and is the first pass of the
implemented system.

Initially, SIFT features are extracted from both the logo
and the query frame. A nearest-neighbour matching between
the features from both images is then performed, followed by
a ratio test, which will filter the features by their distinctive-
ness. The set of resulting matched features are passed to a
geometric consistency verification task, which is performed
by RANSAC. It outputs an affine transformation that links
spatially the sets of features from both logos, as well as the
number of features that are consistent with it (number of in-
liers), if any.

All these steps are regulated by thresholds that are crucial
for the system to perform reasonably. In general, looser crite-
ria may increase the number of correct matches, but often in
conjunction with the detection of false positives. In this work,
we adopt thresholds that avoid the detection of false positives.

2.2. Extended Algorithm

The Extended Algorithm is a second pass over the results of
the Basic Algorithm, aiming to propagate the matches that
were initially detected. It is a first swing at incorporating the

Fig. 2. Illustration of the Extended Algorithm

inherent temporal redundancy of video that could be used to
enhance detection performance.

This approach relies on the fact that it is very likely for the
logo to be present in frame N + 1, if it was present in frame
N . Building on the results of the first pass, we basically look
for the logo in adjacent frames to the ones for which a match
was detected.

When a frame for which a match was declared is found
(frame N ), we check if the adjacent frame N − 1 also has a
match. In case that it does not, we will try to find the logo in
it, given that this is very likely to occur. We already know that
there were not enough feature matches between the database
logo and frame N − 1 for a detection to be declared. The key
insight that is employed in our approach is, then, the utiliza-
tion of the logo in frame N as the new template to be searched
for, as it will be very similar the logo in frame N − 1, if
present. This is possible due to the results of the first pass: the
affine transformation that links the original logo to its version
in frame N allows for simple extraction. The steps that are
employed in the first pass are then repeated in this case, ex-
cept that, instead of the original logo, the logo detected from
frame N is used. The same process is repeated for N + 1.
Figure 2 illustrates this process for frame 107, which, in the
example, has a match, and frame 106, which does not.

Two variants of the Extended Algorithm are implemented.
The first one replicates the process for frame N − 1, after
declaring it a match due to the comparison to frame N . That
is to say, the logo is extracted from frame N −1 and searched
for in frame N − 2, in case frame N − 2 didn’t have a match
from the first pass. In the example from Figure 2, the logo
would be extracted from logo 106 to be searched for in frame
105.

The second variant of the Extended Algorithm employs
only the frame that had a match as a result of the first pass
to get a new logo template that will be propagated. In other
words, the logo in frame N is used to find matches in frames
N−1, N−2, etc, as long as there is a match for each compar-
ison (and, evidently, as long as it did not have a match from



Fig. 3. Categories of the logos present in the video

the Basic Algorithm). In Figure 2, the template used for the
search in frame 105 would be the one extracted from frame
107.

As discussed in section 3, there is a trade-off between the
two approaches. When the propagation of the logo is per-
formed for every individual frame, the likelihood of finding a
false positive increases. This is due to the imperfections that
accumulate from each individual logo extraction. As the fea-
ture matching and affine model are not perfect, the errors sum
up for every new logo extraction, and then regions that are
adjacent to the logo can be accidentally captured. From that
point on, these regions (e.g., a hockey player) will be consid-
ered as part of the logo and, then, will be used as a template
for matching.

The second approach has lower probability of detecting
false positives because it employs only the logo in the frame
that was detected in the first pass. In this case, it is very likely
that this logo does not have clutter that would introduce false
positives. However, as the matching is held further away from
N , the logo to be detected is not very similar to this new tem-
plate any more. The lower detection of false positives comes
at the expense of lower recall performance.

3. EXPERIMENTS

Our experiments consisted of using the implemented al-
gorithm for a hockey game video. The source video was
downloaded from YouTube at 720p High-Definition resolu-
tion, at 30 frames per second, with total duration of 3 minutes
and 7 seconds and a total of 5589 frames [11]. The experi-
ments were carried out for the logos HSBC and SONY. The
VLFEAT [2] MATLAB-based implementation of SIFT was
employed, and the whole system was implemented and tested
under MATLAB.

Initially, the video was labeled with five categories repre-
senting the visibility of the logos, as shown in Figure 3. Cat-
egories 1 to 3 are the most important ones, because a human

viewer can clearly identify a logo pertaining to each of those.
Then, we consider that a miss occurs if one frame in this cat-
egory is not found. Categories 4 and 5 represent instances of
the logo that can hardly be recognized by a human viewer.
Though they are not taken into account for the recall calcu-
lation, we do not consider that a false positive occurs if the
method declares that a match is found for it. Figure 4 illus-
trates the detection of the logo in frame 929, with blue lines
connecting the pairs of matching features.

Figure 5 and Table 1 summarize the experimental results
in terms of recall performance for the given video and both
logos. The Basic Algorithm performs poorly, due to many of
the reasons that were already mentioned in this report: blur-
ring, frequent perspective changes and occlusion. The logos
are not the focus of attention of the sports event and is al-
ways on the background. The performance for the first pass
achieves less than 30% of recall for the HSBC logo and less
than 10% for the SONY logo. In both cases, no false positives
were detected.

The same figure shows the results for the two versions of
the Extended Algorithm, which were introduced in section 2.
There is a significant improvement in the recall performance
in both cases. As expected, the version that propagates ev-
ery frame achieves higher recall, detecting 18% of the HSBC
logos and 25% of the SONY logos that were missed in the
first pass. When only the first detected frame is propagated,
the recall rate drops to 15% and 21%, respectively. However,
as expected, there are no false positives for any of the logos
when this second variant is employed. When every single
frame is propagated, 10 false positives were detected for the
SONY logo.

Along with the bar graphs for the two versions of the Ex-
tended Algorithm, two vertical bars are placed on the top of
the columns that represent the aggregate results for the algo-
rithm. These two bars indicate the percentage of misses from
the first pass that cannot be achieved by the strategy employed
in the Extended Algorithm. This situation occurs when a se-
quence of frames in which a logo is present does not have a
match for any of its frames. In this case, the Extended Algo-
rithm is not able to propagate frames and improve the perfor-
mance. Using these two bars, it is easy to visually understand
the maximum recall that can be achieved by the second pass.
It is then clear that the second pass performs well and gets
close to the maximum that it could possibly achieve.

It is clear that the results for the implemented system are
not very good: the best-case recall is below 50%. However,
this is mostly due to the poor performance of the first pass.
The Extended Algorithm gives a performance enhancement
in the order of 20%, capitalizing efficiently on the temporal
redundancy inherent to a video source.



Fig. 4. Example of a correct match: frame 929. The blue lines connect matched features (green) from the images

Table 1. Recall results for the three algorithms. “Bas. Algorithm” refers to the Basic Algorithm. “Ext. Algorithm 1” refers
to the Extended Algorithm with propagation for every frame. “Ext. Algorithm 2” refers to the Extended Algorithm with
propagation only for the first frame.

Frame category 1 2 3 TOTAL
HSBC Count Percentage Count Percentage Count Percentage Count Percentage
Ground truth 314 61.57% 146 28.63% 50 9.80% 510 100%

HSBC Count Recall Count Recall Count Recall Count Recall
Bas. Algorithm 112 35.67% 16 10.96% 0 0% 128 25.10%
Ext. Algorithm 1 175 55.73% 42 28.77% 1 2.00% 218 42.75%
Ext. Algorithm 2 164 52.23% 39 26.71% 0 0% 203 39.80%

SONY Count Percentage Count Percentage Count Percentage Count Percentage
Ground truth 71 46.41% 82 53.59% 0 0% 153 100%

SONY Count Recall Count Recall Count Recall Count Recall
Bas. Algorithm 0 0% 9 10.98% 0 - 9 5.88%
Ext. Algorithm 1 0 0% 46 56.10% 0 - 46 30.07%
Ext. Algorithm 2 0 0% 39 47.56% 0 - 39 25.49%



Fig. 5. Results for the Basic Algorithm and the two versions of the Extended Algorithm

4. CONCLUSION

In this paper we have presented a two-pass system to de-
tect logos in a high-motion sports video. Two different
approaches for using features from adjacent frames are ex-
plored, finding that there is a tradeoff between performance
in recall and the appearance of false positives when prop-
agating features from every frame or only from the frame
that was originally detected. The bottleneck of the system
is the first-pass. A higher recall from the Basic Algorithm
would decrease the likelihood of an entire sequence of logo-
containing frames to be missed. An improvement in this
step would then result in an even greater improvement by
the Extended Algorithm. Future work would mainly concern
the first stage of the process, employing more sophisticated
techniques, which could also consider temporal redundancy.
An example could include a method to identify the quality of
the individual frames and, from this information, adjust the
thresholds to find more matching features with the database
logo. Also, there is a lot of room for optimization of the
algorithm, and this could be explored to further improve the
system.
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Appendix
Breakdown of project preparation:

Andre: Implementations of the Basic and Extended Algo-
rithm, literature review, poster and project report preparation.

Stephanie: Data collection and labeling, literature review,
implementation of the Basic Algorithm, poster and project
report preparation.
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